
the TEXNET packet-switching 
network 

part system definition 

digipeater system 
reduces congestion, 

speeds packet delivery 

In response to the phenomenal growth of packet 
radio over the past three years, many packet repeater 
("digipeater") networks have been developed, allow- 
ing packet communications to be extended over many 
hundreds, even thousands, of miles. The operation of 
these digipeater systems has not been without some 
significant problems, however; most notably, conges- 
tion and difficulty in maintaining connections through 
more than about four or five individual repeaters, with 
excessive time delays between endpoints. 

In an effort to resolve these problems, we decided 
to establish a rapid, reliable network that would allow 
Texas packet radio operators to communicate effec- 
tively over distances of several hundred miles in real 
time. We now have TEXNET, a four-node network 
with some of the communication trunks between 
nodes operating at 9600 bits per second. 

In developing TEXNET, our goal was to minimize 
the cost of building a network node, yet provide very 
small transmission delay time between users. After the 
system was in place, we added additional services to 
the network without degrading the quick response 
time. 

digipeaters - pro and con 
A digipeater repeats what is transmitted to it; it can't 

remember anything about what it is repeating. 
A good analogy to a "string" of individual digipeat- 

ers is a bucket-brigade line at a fire, in which each per- 
son is handed a bucket, which he or she in turn hands 
down the line to the next person. Eventually, each 
bucket makes it to the last person in the line, who 
throws the water onto the fire. With digipeaters, the 

and design 
system works like this: the first person in the line fills 
up a bucket and hands it to the second person. The 
second person hands it to the third, and so on until 
it reaches the end of the line (the receiver). Utilizing 
digipeaters, the sender must wait until the bucket is 
delivered to the receiver, emptied, and then sent back- 
wards up the line back to the sender, who fills it up 
again. In other words, there's only one bucket! 

Just as water can leak or spill from the bucket each 
time it's passed in the bucket brigade, data packets 
can be lost at each digipeater. Thus, it's not at all cer- 
tain that all of the packets will arrive at their appoint- 
ed destination. 

On packet radio we use a layer 2 protocol called 
AX.25 to assure that all the packets get to the desti- 
nation in the right order, without any getting lost along 
the way. This protocol is no more than a set of rules 
upon which the sender and receiver have agreed; one 
of the rules is that the receiver will "acknowledge" 
packets when they're received. The receiver sends 
these acknowledgments ("ACK," for short) back- 
wards up the bucket-brigade line (i.e., the string of 
digipeaters) to the sender. If the sender doesn't see 
an acknowledgment within a few seconds, it assumes 
that the packet was lost somewhere and retransmits 
the packet. When the ACK is received, the sender 
transmits the next packet. However, only one bucket 
can be put into the line at a time; the ACK must come 
back from the receiver before the next packet can be 
started. Notice that none of the digipeaters really get 
involved in what's going on; they merely repeat the 
packets. This method of acknowledgment is known 
as end-to-end acknowledgment - that is, the ac- 
knowledgment travels all the way through the string 
of digipeaters from the packet receiver back to the 
packet sender. (AX.25 is really a little more compli- 
cated than this, but it's a good approximation of 
what's happening. 
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As anyone who's used a string of digipeaters to 
communicate with another station can attest, AX.25 
works. But because we have only one bucket, the 
throughput (the amount of water that can be deliv- 
ered to the fire) is very limited, and the greater the 
number of digipeaters in the path, the worse the prob- 
lem becomes. In fact, it gets much worse very fast. 
Since the loss of a packet or of an acknowledgment 
at any point in the path will cause the retransmission 
of a packet, the probability of both the packet and the 
acknowledgment making the round trip successfully 
quickly becomes very small. This means that com- 
municating a single packet will require many retrans- 
missions, so throughput is reduced significantly. 

A better method of relaying the information along 
a network would be to have each repeater along the 
way check the validity of the information before pass- 
ing it on to the next repeater. That is, each repeater 
would ask for a "fill" of the message before sending 
it down the line. When the sender is assured that the 
first repeater received the packet, it could immediate- 
ly send the next packet into the bucket-brigade line. 
Thus, we would have a bucket-brigade line with many 
buckets. Once the first bucket is delivered to the first 
repeater, another bucket would be filled and delivered 
to the first repeater by the sender. Thus the through- 
put (amount of water delivered) would be increased 
greatly. If we were to employ this strategy in relaying 
a message, the chance of losing packets grows only 
slightly larger as the number of digipeaters is in- 
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creased. This method is called hop-to-hop ac- 
knowledgment, as each packet is acknowledged 
between adjacent repeaters before being sent along 
the network. As the probability of losing a packet 
grows, the necessity of retransmitting it increases - 
that is, fewer packets per unit of time can be trans- 
mitted. Figure 1 compares the throughput for hop- 
to-hop and end-to-end ACK methods to the rf path 
quality between each repeater. 

Response time - the amount of time it takes for 
a message to be delivered from the sender to the re- 
ceiver, and for the sender to receive the ACK - is an 
additional consideration. Figure 2 compares the 
round-trip response time for hop-to-hop and end-to- 
end ACK methods to the rf link quality between each 
repeater. As can be seen, if the repeaters operate vir- 
tually error-free, then the end-to-end acknowledgment 
strategy works very well. However, if the quality is 
degraded even slightly, it can be seen that the end- 
to-end strategy behaves poorly, whereas the hop-to- 
hop acknowledgment degrades linearly only with path 
quality. It should be noted that 2-meter packet users 
consider a path with 75 percent reliability extremely 
good! 

A second problem with any string of digipeaters lies 
in determining just where a problem exists. If one of 
the repeaters in the string isn't receiving packets at 
all, then the sender and receiver know only that the 
path is "blocked" and are unable to tell where the 
packets aren't being relayed. 
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fig. 2. Response time vs. rf link quality end-to-end and 
hop-to-hop methods. This graph shows the relative 
response delay for several packet repeating strategies. 
The response delay for hop-to-hop acknowledgments is 
shorter (faster response) than for end-to-end acknowl- 
edgments unless the rf links are perfect (quality = 1.0). 
when the two have equal performance. Both strategies 
degrade (i.e., the response slows down) as the quality 
of the packet links degrades and causes more retries. 
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fig. 1. Throughput vs. rf link quality end-to-end and hop- 
to-hop methods. This graph shows the relative through- 
put for several packet repeating strategies. The through- 
put for hop-to-hop acknowledgments is independent of 
the number of hops, while the throughput for end-to- 
end acknowledgments degrades with an increasing num- 
ber of hops. Both strategies degrade (i.e., the through- 
put is reduced) as the quality of the packet links becomes 
worse and causes more retries. 



a network solution 
To try and solve some of these problems, we want- 

ed to build a packet network that would acknowledge 
packets at each step on the path, operate with mini- 
mal time delay, and provide us with information about 
the network: specifically, a measurement of the path 
quality at each point in the network and clear indica- 
tion of where the break in the path has occurred, 
should one of the paths be out or one of the nodes 
be broken. It could also provide other features, such 
as conference bridges between any three or more 
users, or bulletin board service to several users simul- 
taneously. 

Earlier we stated that AX.25 would provide only end- 
to-end acknowledgments. This is because X.25 (from 
which AX.25 was derived) was designed basically as 
a point-to-point protocol. As a result, it works very 
well when Station A wants to communicate reliably 
with Station B. Our network, however, must use some 
additional strategies (protocols) for managing things 
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fig. 3. This is a map of a simple network. Station A is 
sending packets to station C through an intermediate 
repeater (station B) because stations A and C are too far 
apart to communicate directly. 

like supervision (altering routing tables, reinitializing 
nodes), error recovery (to indicate where network has 
failed), and hop-to-hop acknowledgments. 

It's at this point that we'll break up the problem of 
communicating between two stations into several 
"pieces," each of which will have the responsibility 
of solving only a part of the total problem. If we're 
smart about how to divide up the problem, each piece 
will be a fairly straightforward design problem, and 
each piece will know what to expect of the other 
pieces. That is, each of the pieces will cooperate with 
the others in order to solve the entire communication 
problem. This approach is called "layering" a problem. 

layered protocols 
Let's look at the problem of communicating a mes- 

sage along a network. Station A is the sender, Sta- 
tion B is the repeater, and Station C is the receiver 
(see fig. 3). The sender, Station A, needs a way to 
send information along the route A-B-C. 

The first problem is to make sure that the informa- 
tion gets from A to 6 accurately. Let us assign this 
problem to layer 2 (ignoring layer 1 for now). That is, 
layer 2 must get information from A to B in the cor- 
rect sequence, without duplicating any packets and 
without losing any packets. AX.25 works just fine for 
this job. Getting data from A to B is a point-to-point 
problem; A sends the packets and B acknowledges 
them. Now that some packets have traversed from A 
to B, how does B know what to do with them? This 
is a job for the next layer of the protocol, layer 3. Lay- 
er 3 tells each node where the information is going; 
if B is unable to send the information to C (or a path 
that leads to C), then i t  informs A that something is 
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fig. 4. Layering the protocols (wrapping and unwrapping). Each node contains software to wrap the layer 3 and then the 
layer 2 information around the data. Each node also contains software to unwrap layer 2 and layer 3 information from 
the data, and examine this information to determine how to route the data to the final receiver. 
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fig. 5. Contents of the packet. The layer 3 envelope is 
wrapped around the data first. I t  tells each node where 
the data came from, and where it is going, and the net- 
work entry and exit points. The layer 2 envelope is 
wrapped around the layer 3 envelope, and tells two 
adjacent nodes how to exchange the information relia- 
bly between themselves. 
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fig. 6. Drawing the network boundaries-which nodes 
translate from AX.25 to TEXNET-IP. In order for network 
users not to have to understand the internal network pro- 
tocol, each network node has a user entry point, which 
supplies an English-language interface between the user 
and the network. The user may ask the network for serv- 
ices via this interface. 

W B J P U C - 4  
DALLAS 

fig. 7. This is a map of theTEXNET test bed and two user 
stations (operators, TNCs, and 2-meter radios) of the net- 
work. Network trunks exist between Murphy, Dallas, 
and TI, but Garland can only communicate with Dallas. 

wrong with the network. So Station A has to add a 
little additional information at the front of each pack- 
et that tells the intermediate stations where the infor- 
mation came from and where it's going. 

Let's examine the sequence of events that occurs 
here. In fig. 4, Station A generates some data and 
sends it to its own layer 3 box. This box adds some 
information to the data packet (who the sender and 
receiver are, for example). Then the layer 3 box gives 
this slightly larger packet to the layer 2 box, which in 
turn adds a little information to it (things like a check- 
sum for detecting errors, and the callsigns of Stations 
A and B). Layer 2 at Station A then assures that this 
packet is reliably delivered to the layer 2 box at Sta- 
tion B. The layer 2 box at Station B, happy with this 
packet, "unwraps" the layer 2 information and delivers 
what's left to  the layer 3 box at Station B. The layer 
3 box at Station B now looks at the information that 
the layer 3 box at Station A added to the packet and 
decides what to do with the packet. Probably Station 
B will determine the best way to get to Station C, and 
will tell its own layer 2 to send this packet to Station 
C; Station 8 will not alter the layer 3 information that 
station A put on the packet. Then the layer 2 box at 
Station B will add information (like a checksum, and 
the callsigns of Stations B and C) to the packet, and 
reliably deliver it to Station C. The "unwrapping" (ex- 
amination of the layer 3 header, and the "rewrapping" 
of the layer 2 data) will continue at each node until 
the packet arrives at C. A t  Station C, the layer 2 box 
will "unwrap" the layer 2 data and then present the 
remainder to the layer 3 process, which will notice that 
this packet is destined for this station. Then the layer 
3 box at Station C will remove the layer 3 information 
and present the raw data to the receiver at Station C. 
The contents of this individual packet is shown in fig. 
5. 

Thus raw data has traversed the network from A 
to 8, through intervening users. A t  each step of the 
way it was error-checked and reliably exchanged by 
adjacent nodes, and each node decided how to route 
the information along to the final destination. Thus we 
have built a method that offers hop-to-hop ac- 
knowledgment, routing information reliably between 
two points. It also returns error messages to the 
sender, since it knows who the sender and receiver 
are. 

There are two important points to consider: a stan- 
dard protocol (AX.25) has been used at layer 2, and 
some of the more distressing problems with digipeat- 
ers have been solved. Unfortunately, we've added the 
requirement that the sender and receiver, Stations A 
and B, understand and implement an additional pro- 
tocol, the layer 3 box. Rather than require this, we can 
instead build a "translation" function into Stations C, 
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D, E, and F. These would converse with A and with 
B in an English language-like manner, and would make 
all the decisions about to and from whom packets 
should be delivered. Thus if Stations A and B can wrap 
and unwrap the layer 2 information from each pack- 
et, and if the human operators at Stations A and B 
understand the English language commands that C 
through F need in order to translate and add layer 3 
information to each packet, then the users at A and 
B need only to possess a TNC that has a layer 2 func- 
tion that is compatible with AX.25 (see fig. 6). For- 
tunately, all TNCs are capable of this. 

the TEXNET implementation 
This is how TEXNET operates. A user connects to 

TEXNET just as anyone with a TNC would connect 
to any station. For example, let's look at the sequence 
K5YEF (in Plano) would follow to utilize the network 
to talk to a station in Garland (see fig. 7 ) .  

In this case, KSYEF is located near the Murphy 
node, and WD5HJP is located near the Garland node. 
Notice that the network node stations are not normal 
TNCs, but are TEXNET network nodes instead. 

What K5YEF types is shown underlined; all other 
text appears on his CRT. 

N5EG-4 V IRTUAL  CONNECTION 0 3  AT 1 7 . 0 4 : 5 7  ON 1 1 / 2 6 / 8 6  

* * '  WELCOME TO TEXNET V0706-WB5PUC *'* 
COMMANO ? 
YOUR CONNECTION I S  ESTABLISHED 

From this point on, the communication proceeds 
normally. 

What does the station WD5HJP see? Let's take a 
look at WD5HJP1s CRT. 

CMO>***CONNECTED TO WASMWO-4 
INCOMING TEXNET CONNECTION FROM K5YEF-0  AT MURPHY 

A t  this point, whatever K5YEF has typed appears on 
the screen. 

The users of TEXNET connect to it on 145.05 MHz, 
at 1200 Baud using their standard TNCs. The network 
communicates between its own nodes using AX.25 
as the layer 2 protocol and TEXNET-IP as the layer 3 
protocol. The network nodes run their inter-nodal 
trunks at 9600 Baud on either 220 or 450 MHz, or can 
run them at 1200 Baud on 2 meters. 

It would be best if the users of this network (Sta- 
tions A and B, for example) had a way to communi- 
cate with the network that didn't require the use of 
human operators and English language commands. 
Then computers (at A and B) could control setting- 
up and tearing-dowr connections through the net- 
work. Unfortunately, this type of layer 3 protocol - 

( S E N D E R )  

USER I H u h *  

fig. 8. A Mesh network topology. Many paths through 
this network are possible, AEILNMB, AEDHKMB, 
AEIHKMB are 3 possible routes. This network is resis- 
tant to failures, but expensive to implement. 

- = NETWORK ~ X ! , N X  
USER THUI*' 

fig. 9. A Backbone network topology. A few alternate 
routes exist through the network, but single-point 
failures are possible. This is a low-cost network. 

outside the network - requires that all TNCs be stan- 
dardized for a layer 3 communication process, and no 
standards now exist in the Amateur community for this 
function. 

The TEXNET-IP layer 3 protocol is "hidden" from 
all the users because the entry and exit nodes of the 
network translate the instructions from the users from 
English to TEXNET-IP and back again. The TEXNET-IP 
is utilized only within the network, and it is of a family 
of network protocols known as "datagram" (that is, 
each packet carries all of the information needed by 
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the network). The TEXNET-IP protocol adds 5 bytes 
of overhead to the front of every packet inside the net- 
work, but is not suited for use as a user layer 3 
protocol. 

network topologies 
How should all of these network modes be physi- 

cally located? How should the communication paths 
between nodes be set up? The topology of a network 
is a map of the network-that is, where the nodes of 
the network are located, and which nodes are within 
rf range of other nodes. The topology defines which 
nodes can be connected to each other, and gives a 
name to  the different types of network configurations 
that could be made. 

There are many topologies available for setting up 
a network, but we'll look at two common ones here. 
One way to set up a network-a "mesh" network- 
is shown in fig. 8. Mesh networks have many nodes, 
and many possible ways to route information between 
two users. Meshes also have a lot of "resilliency." 
They can suffer outages of nodes and/or paths, yet 
still have a way to  route information between any two 
points. 

Because the Texas Packet Radio Society doesn't 
have enough money to  build and install switching 
nodes everywhere, we've chosen a topology that 
minimizes cost, but unfortunately degrades the sur- 
vivability of the network. In our network, we've in- 
stalled a "backbone" arrangement as shown in fig. 
9. In this topology, nodes are installed along a "skin- 
ny" route between the major population centers - 
those users with the largest amount of traffic to send 
a long distance. Alternate routes to some of the paths 
are included. Each of the nodes contains a "table" in 
memory which is a map of the system, so that it knows 
to which node packets should be forwarded, depend- 
ing upon which node will receive the packet and de- 
liver it to the final user. These tables contain alternate 
routes in case the primary route is unavailable. In ad- 
dition, each node contains an area in the memory 
where the routing table can be "patched" to accom- 
modate recent changes to the map. These recent 
changes can be loaded into the network nodes by the 
network control operator. This type of routing is 
known as static or directory routing. 

Further articles in this series will focus on specific 
issues addressed in implementing the TEXNET net- 
work. One section will be bevoted to the hardware that 
was designed, and one section will be devoted to the 
software that was designed (protocol layers). The soft- 
ware section will also describe additional features 
provided by the network. 
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the TEXNET packet-switching 
network 

part 2: hardware design 

In  last month's article,' we discussed network 
algorithms and the software layering. This month, 
we'll focus on the design and testing of hardware for 
the network, and on the results that have been 
achieved to date. 

system partitioning 
Partitioning hardware to minimize the number of 

signals that must connect between units offers three 
benefits: simplified cabling, easy measuring and 
modification of individual units, and flexibility in the 
construction of the network. 

Figure 1 is a block diagram of a TEXNET network 
node. There are four main pieces: a local area network 
(LAN) radio, which in this case is a 1200-baud AFSK 
modem and 2-meter radio; an inter-processor (IP) radio 
(a 9600-baud FSK radio and modem) for use as the 
high-speed network trunk; a node control processor 
(NCP) that contains the microprocessor and com- 
munications ICs; and the power supply, which 
contains a three-state float charger, battery, and 
circuitry for automatic uninterrupted power should ac 
power fail. 

LAN radio and modem 
This channel is the primary method by which users 

with TNCs and 2-meter radios connect to a network 
node. By connecting the modem separately from the 
processor, any modem can be used - 300 baud, 1200 

baud, 2400 baud, or whatever might be desired. 
Figure 2 is a diagram of the modem, which is similar 
to the TAPR TNC-1 modem. We chose to implement 
an active filter equalizer with op-amps instead of a 
switched-capacitor filter IC. The modem includes a 
45-second time-out timer to disable the transmitter 
should the controller fail for some reason. The strap 
allows setting the EXAR demodulator VCO center fre- 
quency, but better results can be obtained by adjusting 
the VCO frequency control pot and observing the 
received "eye" pattern on an oscilloscope from an 
AFSK signal known to be good. An eye pattern is 
observed on an oscilloscope by synchronizing the 
scope trigger with the recovered clock and displaying 
the data. Since the data displayed is not involved in 
triggering the scope, a random display of all data 
sequences is shown, but the zero crossings are fixed 
in time on the screen, yielding an open area in the cen- 
ter of a data bit (known as the "eye"). Figure 3 shows 
a typical eye pattern, the recovered clock, and the 
slicing level (which decides between a 1 and a 0). The 
basic decision circuit is shown in fig. 4. 

The radio is an ICOM-IC22S, a popular 2-meter 
transceiver, with the frequency hard wired to 145.05 
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MHz. The transmit audio is injected after the 
microphone amplifier; the receive audio is tapped off 
prior to the audio PA in order to avoid the severe 
degradation of frequency response that results if the 
speaker and microphone leads are used for audio pick- 
off and injection. 

AC POWER I N  
POWER SUPPLY/ 

BATTERY CHARGER 

PROCESSOR 
I N C P )  1 I 

IP radio and modem 

2 M E T E R  

RADIO 

The performance of the network trunks is very 
important in determining the overall throughput of the 
network as a whole. As each user sends traffic into 
a network node, all traffic is multiplexed (combined) 
onto the high-speed trunks. Thus the trunks carry a 
much greater amount of traffic than the user links. 
Because of this, we have decided to operate the trunks 
at 9600 baud, with rapid TransmitIReceive (TIR) 
switching. Rapid T/R switching is required because 
at 9600 baud, actual packets take relatively little time 
to transmit, and the TIR delay can determine the 
effective channel capacity. 

Figure 5 illustrates the effective channel capacity 
versus T/R delay for a 9600-baud channel with no 
errors, and one acknowledgment packet for the entire 
transmission. Several different values are shown: one 
indicates the number of packets per transmission, 
another the number of bytes per packet, and a third 
for two values of DWAlT (digipeater waiting time, 
which allows a digipeater transmission priority). 
Because there are no digipeaters in TEXNET, DWAlT 
= 0. (A  value of DWAlT = 80 ms is typical for 2-meter 

I 
2 2 0  MHz 

RADIO 

channels. 1 Our experiments involved the use of a pair 
of Hamtronics FM-5 220-MHz fm transceivers and 
K9NG's modems. These radios are modified to operate 
FSK, and the received data signal is tapped off the 
quadrature detector in the receiver. Since these radios 
are PIN-diode switched between transmit and receive, 
we were able to make them operate with 40 ms TIR 
delay, although in practice 80 ms was allowed. 

We encountered some difficulty in making the 
radios operate properly at 9600 baud. Apparently these 
problems were due in large part to variations in the 
performance of different FM-5 radios, which were 
designed not for high-speed data operation, but rather 
for fm voice operation. In an effort to improve the 
operation of the radios, a number of experiments were 
run, and modifications were made to the modem. 

To understand this better, let's review the basics of 
frequency-shift-keyed (FSK) data transmission, the 
spectrum of a non-return-to-zero (NRZ) data signal at 
baseband, and the performance of i-f filters in the time 
domain. We'll see that all three have to be addressed 
properly to assure proper performance of the radios 
and modems. 

An NRZ signal is one that toggles between logic 1 
and logic 0 no more than once per bit period (see fig. 
6). In an FSK system, two frequencies are transmitted 
- one for logic 1, the other for logic 0. A t  the output 
of the discriminator/quadrature detector at the re- 
ceiver, the two frequencies are translated back to 
voltages. If the frequency of the transmitter were to 
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vary slightly, then both the logic 0 and logic 1 voltages 
would also vary. A simple method to determine the 
correct "slicing level" for deciding between a logic 1 
and a logic 0 is to choose the voltage halfway between 
the two. This is simple to do by using a low-pass filter 
with a time constant quite a bit longer than the data 
period to generate the slicing voltage level. Then the 
slicing threshold will "track" the logic 1 and 0 voltages 
automatically (see fig. 7). This requires, however, that 
the transmitted data have, on the average, the same 
number of ones as zeros; if they don't, the recovered 
slicing level will be biased off the true center point 
(fig. 7 ) .  

In HDLC, the code used for AX.25, there is no guar- 
antee that the code will be dc-balanced (i.e., have 
same number of ones as zeros). In fact, the flag 
character contains two zeros and six ones, thus having 
a large dc offset from one-half. A simple way to solve 

the problem is to use a pseudo-random scrambler to 
cause some apparent randomization of the data 
sequences. A self-synchronized descrambler is used 
on the receiving modem to recover the original bit 
stream. This is the method used on the K9NG modem 
to send and receive data, a 17-stage scrambler being 
used. With this arrangement, the average number of 
ones and zeros is nearly the same. Certain sequences 
into a scrambler can, however, produce long strings 
of ones or zeros. If a long string were to occur, our 
low-pass filter in the receiver would tend to drift off 
the center voltage, halfway between the 0 and 1. So 
we must compromise the time constant of the low- 
pass filter in the receiver slicing level circuit (which we 
would like to make very long) with the need for rapid 
T/R switching, where we need to acquire the proper 
level quickly. In addition, any capacitors used to couple 
the analog signal must have long time constants; if 
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RECEIVED AUDIO INPUT 

April 1987 31 

FRONT E N 0  

F ILTER 

E X A R  

DEMOOUL A TOR 

TRANSMIT AUDIO 

0 

E X A R  

MODULATOR 

I 
45-SECOND 

T IMER 
P U S H - T O - T A L K  

fig. 2A. 1200-baud AFSK modem. 





they don't, the average voltage will drift as the low- associated with increasing the time constant of these 
frequency components from the scrambler charge and circuits, where they're not critical to the TIR switching 
discharge the coupling capacitors. delay. A list of the modifications is included in fig. 8. 

Several modifications of the K9NG modem are The most significant improvement came with addition 
of a group-delay equalizer in the receive section of the 
modem. In order to appreciate the requirements for 
this, let's look at how filters work both in the frequency 
domain and the time domain. A typical i-f filter used 
in voice or CW work has very sharp "skirts." That is, 
the amplitude response decreases sharply from the fil- 
ter center frequency. In addition, the response is 
relatively flat within the passband. This filter has a 
great deal of time delay distortion (see fig. 9). The time 
delay is minimum at the filter center frequency and 
rises sharply at both the upper and lower filter cutoff 
points. This causes no particular problems with voice, 
where the distortion of the waveform isn't important. 
But with wideband data signals, where we need to 
distinguish the value of data bits that are adjacent in 
time, the spectral energy nearer to the filter cutoff 
points will undergo a greater delay through the filter 
than the energy near to the center frequency. When 
this signal is converted to baseband (i.e., fm demod- 
ulated), it can be shown that frequencies near the fil- 
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fig. 6. NRZ signal diagram. An NRZ signal has a value 
of logic zero or logic one for the entire period of the bit. 
The spectrum of a truly random signal is from dc, dimin- 
ishing to zero at I l l b i t  time). A pseudo-random signal 
has a diminished spectrum near dc, theoretically vap- 
ishing. 
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fig. 5. Effective channel capacity vs. T/R delay. This 
graph shows the effective capacity (baud rate) of a 
channel for different transmitlreceive switching delays, 
with and without an additional delay, called DWAlT 
(digipeater wait time). TEXNET does not use digipeat- 
ers, so DWAlT = 0. 



ter center frequency correspond to the low-frequency 
spectrum of the NRZ (baseband) signal, while the 
frequencies near the filter cutoff (away from the filter 
center) correspond to the higher frequency com- 
ponents of the baseband signal. Thus we can "map" 
the time delay of the filter into baseband by "folding" 
the time response about the center frequency, which 
becomes the zero frequency of the baseband. Thus 
the filter produces small delay at low baseband 
frequencies, and larger delay at higher baseband 
frequencies. 

The 455-kHz i-f filter in the FM-5 radio is a sealed 
ceramic unit; no adjustment is possible. Instead of 
designing a new filter with desirable time-delay 
characteristics, we instead built an active filter circuit, 
with flat amplitude response, but with an adjustable 
time-delay response. This network has maximum delay 
at dc, and decreasing delay at higher frequencies. The 
circuit is adjustable, so that we could construct an 
approximate inverse time delay to that caused by the 
i-f filter. Figure 10 shows the amplitude, phase, and 
time response of this baseband group-delay equalizer 
(active filter), and the baseband eye pattern with and 
without the delay being equalized. After delay 
equalization, it can be seen that the eye is much more 
open near the center of the bit, when the 1 I0  decision 
is reached. Our measurements indicated a 7-dB 
improvement. We also provided about 1 dB of peaking 
of the frequency response, which opened the eye 
about 1 dB more, yielding an 8 dB improvement in the 
receiver. Actual tests with the radios indicated that this 
made the difference between usable and nonusable 
performance. Without the equalizer, the radios 
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fig. 10. Amplitude, phase, and delay of the group-delay 
equalizer "eye" with and without equalization. The base- 
band group-delay equalizer has flat amplitude response, 
and a varying phase vs. frequency response. The group- 
delay is the negative of phase slope vs. frequency. Thus 
the group-delay is large as dc. and diminishes with in- 
creasing frequency. 

"dribbled" (i.e., had a background error rate regardless 
of the strength of the received signal), which caused 
many packets to be lost. 

One additional problem that had to be overcome on 
our "real" path test hop was insufficient image 
rejection in the FM-5. The test path is in an area where 
television channels 11 and 13 are very strong. The 
channel 11 video carrier is near the image frequency 
of our desired channels (the radio i-f is 10.7 MHz, so 
the image is 21.4 MHz lower than the signal 
frequency). Figure 11 shows a simple filter; fig. 12 
shows its response (S11 and S12). This filter was 
extremely effective in eliminating the image response. 

With these improvements, we've run a 12-mile path 
on 220.55 MHz at 9600 baud, at better than 98 percent 
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reliability - 98 percent of the packets are received 
without error. This hop is such that 4-dB additional 
attenuation at one radio caused the packet reliability 
to be ap~roximately 5 percent, and so was a stringent 
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plan to revise the modem circuits, utilizing surplus 
commercial 440-MHz equipment for the actual 
network. 

NCP design 
The next element in the system is a microprocessor 

performing as the network switching node. The node 
control processor (NCP, figs. 13 and 14) is an original 
design, though several modifications have been made 
since the original artwork was done. The design of the 
unit is conventional, with a few points emphasized for 
reliability. 

fig. 13. The Node Control Processor INCPI, version 1. with 
several modifications. A new version 2, which is a multi- 
channel super-set of the popular TNC-2 unit, is being 
designed. 

The unit contains a 280 operating at 4 Mkz, 32K 
of EPROM, 32K of RAM, an S1012 serial com- 
munications IC for the serial HDLC ports, a count- 
erltimer IC (labeled CTC and situated on the 
modification "ledge" overhanging the main board) for 
providing the interrupt clock time slices (of 8 ms), and 
two special circuits. Careful design of the NCP 
hardware and interrupt daisy chain to match the 
software was required for the computer to operate 
reliably at 9600 baud and support multiple HDLC 
channels simultaneously. All of the I10 devices utilize 
vectored interrupts through the 280 interrupt daisy 
chain. Figure 15 shows the entire TEXNET node 
prototype (both radios and modems, ac power supply, 
and the NCP. 

We decided to develop our own board in order to 
keep costs down and allow the inclusion of two special 
circuits. 

The first circuit is a reliable crystal oscillator. Many 
logic-gate type of crystal oscillators aren't reliable 
enough for use in remote, unattended computers. 
Numerous tests have shown that under certain volt- 
age transients, gate-type oscillators won't start 
reliably. It's a nuisance to have to climb a tower to 
recycle the power just to restart a crystal oscillator, 
and inconvenient to users to have the network out of 
service during this time. The circuit chosen is a 
conventional Pierce type, with an additional transistor 
buffer amplifier. It was tested extensively and found 
to be robust. (One test to try on an oscillator is to feed 
the circuit from an adjustable voltage supply. Set the 
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fig. 15. The complete TEXNET node prototype. This is the first 
prototype of the TEXNET node, which includes the NCP, high- 
speed modems, the 2-meter radio, the 220:MHz radio, and 
the ac power supply. 

voltage to 0, turn on the power, and very slowly 
increase the supply potential to the nominal voltage 
- for example, over a period of 30 seconds. If the 
oscillatot refuses to start, starts on the 3rd harmonic, 
or starts at the wrong frequency, the circuit should 
be rejected as unsuitable for unattended operation. 
Many logic-gate oscillators will fail this test.) 

The second special circuit is a fail-safe state ma- 
chine. This is an EPROM-based logic circuit that 
monitors the IP data and clock lines (from the high- 
speed trunk radio), completely independently of the 
processor or communication ICs. It searches for the 
presence of a very long (72 bit) sequence. If this 
sequence is ever detected, the state-machine activates 
the reset line on the microprocessor, thus restarting 
the node software. An EPROM contains both the val- 
ue of the 72-bit sequence and the state-machine code 
necessary to operate the circuit. Each node is pro- 
grammed with a different 72-bit sequence, which 
we've termed the "fire code." Any user of the network 
can cause the generation of a message with the fire 
code of a suspected node to be embedded in the 
message and sent via the network to the suspected 
node. Thus any node in the network can be rebooted 
(reset) from any other point within the network. 
There's a very small chance that ordinary user traffic 
through the network could resemble the fire code, but 
since the sequence is so long (72 bits), the mean time 
between false activation is calculated to  be 
considerably more than 1 million years. 

A new version of the NCP will include strappable 
options, and the circuitry for optional addition of the 
packet message system (PMS), a 5-megabit hard disk 
drive-based bulletin board that allows up to ten users 

to be connected simultaneously. Automatically acces- 
sible from anywhere in the network, it's compatible 
with the WORLl command set (the most popular 
packet-radio bulletin board system). Figure 16 shows 
the PMS prototype - the world's first turbo-charged 
TNC-2 clone! This test box contains an ac power 
supply (vertical), an MFJ-1270 (a TNC-2 clone) with 
WB5PUC ROM, a disk controller, and a 5-megabit 
hard drive. The 280 microprocessor is removed from 
the TNC-2, and an adapter is plugged in its place. The 
280 plugs into the adapter. The ROM software for both 
the NCP and the TNC-2 are very similar, except that 
the NCP supports two radios (or more). The NCP is 
designed so that it is a superset of the TNC-2 
hardware. (Further details will be found Part 3 of this 
series, which will address software design.) 

This concept could be tested as a satellite gateway, 
.perhaps with UOSAT-11, as a store-and-forward 
message system. 

power supply 
The power supply for the network node is extremely 

important in determining the reliability of the network. 
If the network is to be useful for handling emergency 
communications, it should be able to survive tempo- 
rary power outages. Consequently, the TEXNET 
power supply utilizes a gelled-electrolyte (gel-cell lead- 
acid battery, which can provide power for several 
hours and has a reasonably long life if properly charged 
and maintained.3 The power supply for the node 
utilizes + 17 through +24 VDC as the input power 
source, unregulated (but filtered). The supplylcharger 
(see fig. 17) regulates the input to + 13.8 VDC through 

fig. 16. The Packet Message System (PMSI, a 5-megabyte 
hard disk drive-based bulletin board, supports 10 simultane- 
ous users. This prototype includes a TNC-2 clone, the hard 
drive controller boards, the Bmegabyte hard disk drive, and 
the ac power supply. A second version is connected to the 
node prototype, and is accessible from anywhere in the 
network. 
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a three-terminal, 10-amp regulator (LM396). The 
battery charge is controlled by a three-state 
temperature-compensated charger IC (a Unitrode 
UC3906). When the ac fails, a relay connects the 
battery to the load. A capacitor is used to hold up the 
+ 5 VDC load voltage for the switching time of the 
relay. Should the battery completely discharge (i.e., 
produce less than 12.0 volts dc), the relay protects the 
battery by disconnecting it from all loads, and the pow- 
er fails. 

The life of a battery is maintained only by very care- 
ful charging. This is the reason for the three-state 
charger. When the battery is initially depleted, it is 
charged at a constant current of C/10 (at 1/10 the 
ampere-hour capacity, that's a 10-AH battery charged 

at a I-amp current). When the battery voltage rises 
to nominal voltage (14.25 VDC), a controlled over- 
charge is initiated. Here the battery is charged at cons- 
tant voltage (15.00 VDC) until the charge current 
decreases to C1100 (100 mA for a 10-AH battery). 
Failure to apply a controlled overcharge will result in 
the battery's receiving only 80 percent of its previous 
charge at 14.00 VDC. These voltages are for opera- 
tion at +25 degrees C aud for gel-cels. Liquid elec- 
trolyte batteries require different (i.e., lower) voltages. 
Variations in temperature require compensation in vol- 
tage; if compensation is not made, the battery will be 
severely undercharged at low temperatures and over- 
charged at high temperatures. The UC3906 contains 
most of the circuitry, and a temperature-dependent 

)t 

B A T T E R Y  

0  5 O H M S  F O R  5 A - H  B A T T E R Y  H E A T S I N K  

0  25 OHMS F O R  10 A - H  B A T T E R Y  LLLLUL 

z j  
+ I ?  TO C Z 4 V  

IN4001 

H E A T S I N K  

H E A T S I N K  5 A  SCHOTTKY 

5 A  SCHOTTKY 

fig. 17. Schematic of battery chargerlpower supply. The battery chargerlpower supply is a three-state charger (see text) 
and power supply regulator. When ac power is present, the battery is charged and the three-terminal regulator supplies 
power to the node. When ac fails. the battery supplies power to the node. If  the battery should completely discharge, 
the relay will disconnect all loads from the battery, thus protecting it. A large output capacitor on the + 1ZVDC supply 
to the microprocessor voltage regulator supplies energy for the period of time it takes the relay to energize, preventing 
a momentary glitch in the +5VDC line. 
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Here are some of the highlights of this exciting new 
edition: New easy-to-use charts for Chebyshev ??d 
elliptic filter configuration, new data on power MOS- 
FETS, how to use state-of-the-art OP-AMPS, and 
home computer RTTY to name just a few exam- 
ples. New projects include: GaAsFET preamps for 
902 and 1296 MHz, easy-to-build audio CW filter, 
Economy two 3-5002, 160 meter amplifier, multi- 
band amp using two 3CX800A7's. and a deluxe 
amplifier with the 3CX1200A7 tube. New antenna 
projects include: efficient Marconi design for 160 
and 80 meters, computer generated dimensions for 
HF-Yagis, and a 2 meter slot beam. Also all the 
other information you count on Bill Orr for! You 
deserve the latest Radio Handbook. 
23rd edition (.''I 1986 
22424 Hardbound $26.95 
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voltage reference t o  accomplish this. An  external pass- 
transistor increases the current handling capability to  
1 amp. The relayltransistor circuit connects the bat- 
tery t o  the load upon ac failure and disconnects the 
load when the battery is depleted. 

Allowing the battery t o  remain connected t o  the 
load after it's depleted will destroy it. New Gel-Cel bat- 
teries can normally be expected to  operate for six years 
when properly used; automotive-type batteries, which 
are designed for high surge currents, will normally 
have only about a three-year lifetime in a standby pow- 
er applications and require different voltages. Warn- 
ing: this circuitry is meant only for 12-volt 
lead-acid gel-cel batteries; its use is not recom- 
mended for any other type of batteries. Using Ni- 
Cad batteries with this charger could result in an 
explosion. 
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NSSEG, "The TEXNET Packet.Switching Network - Pan 1: System Defi- 
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October 31. 1985. page 163. 

ham radio 

General Coverage HF Transceiver PocketSlzed 
P.0. BOX 4405 TR 1.6 MHz-29.999 MHz TX-140-150 MHz, 

220 N. Fu'ton Plug-in Modules for MicroprocessorControlled RC 134174 MHz 
Evansville, IN 47710 Digital PPL Synthesizer, lOHz 10 Memories and 6m, 2m, 440 MHz a LCD Readout 

Stom Hours Loaded with Features 62 High Capacity Memories 
MON.FR1: gAM. gpM t SPECIAL PRICE t Dual Built-In VFO's 

S SPECIAL PRICES 

SAT: 9AM - 3PM FT-z3R wlth DTMF Keypad American Made 
CENTRAL TIME Mini 2 meter 

2w or opt. 5w 
SENDSASE FOR NEW L USED SHEETS 10 mem0rleS 

WARRANTY SERVICE CENTER FOR: . memory and band scan 
ICOM. YAESU. TEN.TEC 

TERMS: 
Rkrr Ik Not Include Sh 

High VSWRandOverdr~ve Protect~on Power Meters 
M ~ O r d m S h l p ~ T h r S a n w ~  5YearWarranty,6Months on RF Large Selection of Meters Full-Featured HF Transceiver 

~ 0 0 ~ s  ~ o i m r n a  Translstors Always on Hand on the Market. m All Unlts have (IaAsFET Receive 
Pre-amps $SPECIAL PRICES S SPECIAL PRICES 

DISCOUNTS ON RIGS AND ACCESSORlES FROM: AEA,ARRL, ALINCO, ALLIANCE, ALPHA-DELTA, 
AMECO, AMERITRON, AMP SUPPLY, ANTENNA SPECIALISTS, ASTRON, BENCHER, BUTTERNUT, B & W, CSI, 
CALLBOOK, CUSHCRAFT, DAIWA, DIAMOND, ENCOMM, HAL, HEIL, HUSTLER, ICOM, KDK, KANTRONICS, KENPRO, 
LARSEN, MFJ, MICROLOG, MIRAGUKLM, NYE, PALOMAR, RF CONCEPTS, ROHN, SANTEC, SHURE, TE SYSTEMS, 
TELEWHYGAIN, TEN-TEC, TOKYO HY-POWER, VIBROPLEX, W2AU BALUNS, WELZ. YAESU 



the TEXNET 
packet-switching network 

part 3: software overview 

2-80 assembly language 
software offers 

multi-node, multi-user 
versatility in real time 

In previous installments of this three-part se- 
r i e ~ , ' ~ ~  we described network algorithms and the de- 
sign and testing of network hardware. This month, 
we'll discuss node control software. 

Contained in a single 27C256 ROM, the software 
determines the functions and user features offered by 
the network nodes. Highly modular in design, the soft- 
ware was written in 2-80 assembly language for two 
reasons: one, because the wide array of services 
offered by a single node put memory space at a pre- 
mium; and two, because one or more of each node's 
ports would be operating at %XI0 bps, therefore stress- 
ing real-time capacity. 

Because space is limited, we'll discuss the functions 
of specific software areas rather than describe the soft- 
ware itself in detail. Figure 1 illustrates a typical node, 
with each major software area indicated by a circled 
reference letter. 

common logic 
The common logic portion of the software package, 

identified as A in fig. 1, is responsible for memory 
allocation and management, real-time scheduling, and 
interfacing to the various hardware 1/0 devices, such 
as SlO's and the CTC. As an example of these house- 
keeping tasks, let's look at memory management. Be- 
cause there are many more users for memory than 
there is rnemory capacity, memory management - 
specifically in regard to time-sharing - is critical to 
efficient system operation. The generic problem with 
most memory management schemes, however, is 
deadlock, which occurs, for example, when a memory 
user has some memory allocated and needs more to 
complete the job, but can't get more because of 
what's already been assigned. The node software 
package follows a procedure known as load shedding 
to prevent deadlock; it does this by finding the "old- 
est" and largest consumer of memory and aborting 
his resource allocation. 

The largest section of the common logic is the multi 
virtual connection PAD (Packet Assembly/Disassem- 
bly) logic. This general-purpose software has a stan- 
dard interface to the higher layers of software wishing 
to use its services. The PAD is completely state table 
driven and currently implements the ARRL AX.25 V1.O 
and V2.0 protocol specification. The PAD supports a 
variable number of simultaneous virtual connections 

Thomas H. Aschenbrenner, WBSPUC, and 
Thomas C. McDermott, N5EG. Texas Packet 
Radio Society, P.O. Box 831566, Richardson, 
Texas 75083- 1566 
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(currently set to 201, with any of the virtual connec- The common logic provides a number of features 
tions conforming to either V1.O or V2.0 of AX.25. of the node. All users of the node see the node as a 
Selection of V1 or V2 operation is determined by the series of AX.25 addresses. For example, this is how 
users' setting of their TNCs - for example, if they're users see the Garland, Texas node: 

C- 

14 5 OSMHz 

RADIO 

running V1, then the node will act like a V1 TNC when 
they connect. Users running V2 will see the node as W9DDD-2 1st conference bridge 
a V2 device. W9DDD-3 2nd conference bridge 

The PAD, which supports up to eight physical com- W9DDD-4 TEXNET Access 
munications channels (four SlO's), has been tested in W9DDD-5 Node's local console 
a mul t i~or t  confiauration with both 9600 bps and 1200 W9DDD-6 Test access 

4 4 5 . 1 0 M H r  

RAOIO 

- 
bps, operating simultaneously without loss of data. In These applications will be explained shortly; what's 
order to achieve this performance level for 9600-bps important to note here is that all of the addresses have 
operation, a nested interrupt structure (the interrupt the same Amateur call, WSDDD, and that the appli- 
service routines are themselves interruptible) which cation is selected according to the SSID. (This method 
would allow timely response to interrupts from the of operation is only one configuration of the address 
9600-bps port(sJ had to be designed. database. Instead of using the same call (W9DDDI five 
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fig. 1. Node software block diagram shows hardwarelsoftware boundary and layering of various software functions. 
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times, different calls could have been configured, with 
the SSlD held constant. The node will support any 
combination of the above examples.) 

The common logic also supports various restriction 
and parameter tables. New connections to any AX.25 
address of the node can be inhibited as a function of 
the number of digipeater:; used to get to the node. This 
has been found to be useful in reducing channel con- 
gestion attributable to excessive retries on long 
digipeater paths to a specific node. The preferred 
method is to put a network node near enough to the 
user group and carry thc? traffic on the network back- 
bone trunks. 

Parameters managed by the common logic, on a 
per-physical port basis, include all of those specified 
in the AX.25 protocol (i.e., TI ,  T2, T3, K, N2, etc.) 
and some unique to this application. It was found 
desirable to define the AX.25 T3 timer as either an all- 
seems-well timer (its original function) or an auto- 
disconnect timer. In the auto-disconnect mode, if a 
user's virtual connection is idle for greater than the 
T3 time value (nominally 3 minutes) he or she is auto- 
matically disconnected from the node, thereby making 
room for other users. This mode can be overridden 
by the ALERT network mode, which will be discussed 
below. 

Finally, the common logic is responsible for gather- 
ing statistics for the node. Two main groups of statis- 
tics are collected. The first are those that aid in "traffic 
engineering" the node. Quantities such as the amount 
of memory in use, the maximum amount ever used, 
and the total available allow visibility into the level of 
service being provided and indicate whether or not 
more RAM should be allocated to the free memory 
pool, thus decreasing memory space available for ap- 
plications. Experience indicates that a free memory 
pool of approximate1,y 30K, allocatable in about 
200-byte chunks, provides good service with enough 
reserve capacity to handle rather large impulse loads, 
such as congestion on 9600-bps trunk circuits. 

The second group of statistics collected are those 
having to do with node use. Quantities such as the 
number of frames transmitted, received, and retrans- 
mitted for each physical channel yield data on overall 
network use, thereby suggesting possible additions to 
the node or changes in network configuration. These 
numbers can also be used to determine the perfor- 
mance level of network trunks. 

multi-node network logic 
As illustrated, the multi-node network logic (see B 

in fig. 1) is supported by the common logic. In turn, 
it supports higher-level applications such as Network 
Administration, User Intercommunication, and the 
Packet Message Server. 

TRUNK I . 2 l b s  

fig. 2. Dallas network test configuration. 

The multi-node network logic is a datagram-based 
sFtem that can support up to 256 node locations with 
as many as 20 simultaneous users at each node. All 
network nodes interconnect via permanent virtual con- 
nections between them. 

The network is a database-driven system that fea- 
tures an extremely user-friendly termination-based 
routing structure. The network provides end-to-end 
flow control to eliminate internal congestion. A user's 
TNC "going busy" causes a network message to be 
sent to the far node, which in turn will "busy" the sub- 
ject port at the far node, thus causing the remote 
user's TNC to stop sending. 

In order to allow for an increased level of reliability, 
the network allows for alternate routing of data via 
multiple routes to a single node. Controlled by the 
node's database, alternate routing is automatically per- 
formed upon detection by a node that its first-choice 
route has failed. 

The network provides substantial feedback to the 
user community via a mechanism called Nefwork ln- 
formation Codes (NIC). These NlCs are printed at a 
user's terminal when something unusual happens that 
will affect the performance of the network from the 
user's viewpoint. 

For an example of NIC operation, and for further 
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illustration and explanation, see f ig. 2, which illustrates 
the network test configuration as it was in Dallas when 
this article was being prepared. This test configura- 
tion was used for software testing during the develop- 
ment phase and for a series of operational tests during 
the beta-test phase. 

The system shown in f ig. 2 is located in the north 
Dallas area. No particular attention was paid to the 
geographical locations except for convenience of 
access for testing. The illustrated network architec- 
ture was chosen because it provides for testing of all 
possible configurations of actual network operation. 

Each of the four nodes has an Amateur call sign 
assigned as its user-access AX.25 address. Each node 
also has a mnemonic name to which all users refer 
when asking the network for services. For example, 
Node 4 has a user-access address of N5EG-4, and is 
referred to by users in all network commands as 
MURPHY. (Note: MURPHY is named for its location 
in Murphy, Texas - not in honor of the universal law 
of the same name. 

In an actual geographically dispersed network, the 
user community around each node has to know only 
their own node's user access address (N5EG-4 in the 
example above). They refer to all other nodes in the 
network by the network node names (GARLAND, 
MURPHY, DALLAS, TI [Texas Instruments Radio 
Club1 - see f ig.  2). 

Also shown in f ig. 2 are typical user stations, labeled 
User I through User 5. These stations are standard 
Amateur packet stations equipped with commercially 
available TNCs and VHF transceivers. 

the network users' interface 
The Network Users' Interface (see C in f ig.  1) pro- 

vides the user's view of the network. Referring to f ig. 
2, if User 5 were to connect to WB5PUC-4, he would 
see the following displayed on his screen: 
C WB5PUC-4 
***Connected to WB5PUC-4 
WBSPUC-4 Virtual Connection 06 at 18:32:20 on 11/20/86 
***Welcome to TEXNETS** 
Network Cmd? 

At this point he can issue any of the network com- 
mands or just disconnect if he's finished. 

network command structure 
The network command structure is as follows: 
@NODENAME. The NODENAME field may con- 

sist of any valid network node name. Valid node names 
may be two to seven characters long and can consist 
of any ASCII character except carriage return. As 
indicated in f ig.  2, these names are MURPHY, GAR- 
LAND, TI, and DALLAS in our test configuration. 
User entry of a name not recognized by the node as 

valid will result in a message to the user indicating that 
an invalid node name has been entered. A list of valid 
names will be printed to allow correction of the error. 

Because any command may be destined for any 
node, most commands are terminated by the @ 
NODENAME field. Some commands have an implied 
node name. Commands that are curreoily implemqnted 
are listed in table 1. For purposes of this description, 
the network commands are divided into two categor- 
ies: User and Administration. Note that this division 
is for explanation only; any user may execute any com- 
mand. Those who simply want to communicate via 
the network need learn only the commands listed in 
the User category. A much smaller group of people 
- those who are responsible for network engineer- 
ing and administration - need to learn the Adminis- 
tration commands. 

While the command words are spelled out fully in 
table 1, only the first character must be entered for 
most commands - for example, H for HELP. Table 
1 includes examples of network commands and their 
abbreviated formats. 

HELP. The user entering this command is given a 
partial list of commands (those marked "user") and 
referred to the network operation manual for further 
enlightenment. This strategy, rather than the on-line 
tutorial method, was chosen in order to reduce chan- 
nel congestion. All new users are sent a copy of the 
TEXNET manual; this eliminates trial-and-error learn- 

Table 1. Active network commands can be typed by user in 
response to the network command prompt, which is received 
after the user does a standard connect to the node. 

Type Command Parameters Example using 
( I  =optional input abbreviated command 

User Help None H 
User Circutt Call sign C W5ABC @ Dallas 

lvia Digil C WSABC V WA5LXS 
@ Dallas 

User Locations None L 

User Message None M 
User Alert-on None A -on 
User Alert-off None A -off 
Admin Statistics None S @ Dallas 

Adrnin ln~tialize None I @ Dallas 
Admin Time (DDMMYYHHMMI T @ Dallas 

T 010@371420 
@ Dallas 

Admin Route add 26 bytes of R A 01 . . .  . . . . . . . . .  
information 7F @ Dallas 

Admin Route delete Number R D 2 @ Dallqs 
Admin Point Function P E 2 @ Dallas 

number P D 2 @ Dallas 
P S @ Dallas 

7 
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ing on the air, which results in more efficient use of mote user (User 4) would receive the following on his 
channel space. screen: 

The CIRCUIT command tells the network the 
desired destination of the user's connection. See fig. 
2; if User I wanted to cc~mmunicate with User 4, he 
would enter the following at the command prompt: 
C W5ABC @ TI 

Obviously, this example assumes that User 4's call 
sign is W5ABC. Note that User 1 doesn't need to know 
how the network will connect to User 4; he just enters 
the terminating node name TI, and it's the network's 
responsibility to figure out how to route the message 
to TI. 

The routing strategy is accomplished by the data- 
base in a node's knowing which of its adjacent nodes 
should be used to get to ia remote node. It's a tradeoff, 
in that it makes the node database somewhat more 
complex - but it does allow the users an extremely 
easy interface. 

Because the users don't need to know the physical 
configuration of the network in order to communicate, 
the network administration group can change it at will 
without having to inform (and thus re-educate) the en- 
tire user community. This routing strategy takes ad- 
vantage of the disparity between the number of times 
users access the network to communicate (very large) 
versus the number of times the administration group 
adds or makes changes to a node (very small). The 
increased burden on the administration group is more 
than offset by the benefit to  users. 

In order to compensate for incomplete geographic 
network coverage, the CIRCUIT command allows an 
optional string of digipeaters to try to connect to the 
desired station. Thus, 
C W5ABC V WA5LXS @ TI 
would cause the remote node TI to attempt to con- 
nect to W5ABC, using WA5LXS as a digipeater. Up 
to two digipeaters can be specified in the CIRCUIT 
command. 

Operations note: whenever a remote node attempts 
to connect to a station (as when TI attempts to con- 
nect to W5ABC in our example), the node will use Ver- 
sion 2 of the AX.25 protocol unless a digipeater is 
specified. If a digipeater is specified, the remote node 
will attempt the connect using Version 1 AX.25. This 
is because there are still some digipeaters around that 
won't accommodate Version 2. 

After User I enters the CIRCUIT network command, 
one of three things will happen. First, his CRT may 
display the message, 
Your connection i s  established 
in which case he's being advised that the desired re- 
mote user (User 4) is on line. At the far side, our re- 

***Connected t o  K50JI-4 
***Linked t o  W5DEF a t  Murphy  via Texnet 
Therefore, User 4 knows exactly to whom he is con- 
nected via the network, and where the originating sta- 
tion is located. The above example, of course, 
assumes User 1's call is W5DEF. 

The "*** Linked to" string received from the net- 
work allows a WBRLI-compatible BBS system to know 
who the real user is (W5DEF) rather than thinking it 
is connected to the node (K50JI-4). 

The second possible message is: 
Remote user n o t  responding 
In this case, User 1 is informed that connection is im- 
possible. This could occur for a number of reasons: 
the remote station may not have its equipment turned 
on, or it may be turned on but involved in another 
QSO. 

The third possibility is receipt of an NIC message. 
Using our example, if user 1 received: 
Network informat ion code 017 f rom Dallas 
he could look in the TEXNET manual and find that 
code 017 means his attempt was routed as far as Dal- 
las, but couldn't be routed further because of a net- 
work trunk outage. This can then be reported to 
network administration for remedial action. 

The LOCATIONS command allows users to ask the 
node for a list of remote locations which can be 
reached through the network. 

The MESSAGE command gives any network user, 
regardless of node location, access to the network 
Packet Message Server (PMS) logic. Details of the 
PMS subsystem will be covered below; for the mo- 
ment, let's just say that it's a network-wide message 
file system similar to the WORLl bulletin board system. 

It's important to note that users at any node in the 
network don't need to know where in the network the 
PMS system is physically located. All a user needs to 
do is type MESSAGE or M, and the network takes care 
of routing to PMS. In the test configuration shown 
in fig. 2, PMS is actually located at Node 1 or Dallas, 
but very few users are aware of this, since they can 
connect to any node to access PMS. Once the net- 
work has established a connection for the user to 
PMS, the user can enter PMS commands to store, 
list, or read messages. 

ALERT-ON AND ALERT-OFF enable or disable a 
special mode of operation called ALERT, which is 
especially designed for accommodating emergency 
traffic handling via packet radio. The ALERT mode can 
be enabled from any node in the network. When a user 
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connects to any node and issues the ALERT-ON net- 
work command, his or her node will send a "broad- 
cast" command to all other nodes in the network 
informing them that ALERT mode is being enabled and 
telling each the name of the originating node. A t  this 
point, several things happen in every node. 

Users connecting to the network are informed that 
an ALERT is in progress. Let's assume that a user at 
Dallas has enabled the ALERT mode. As in our pre- 
vious example, User 1 wants to communicate with 
User 4; when he tries to connect, however, he receives 
the following message on his CRT: 
***Connected to N5EG-4 
N5EG-4 Virtual Connection 03 at 08:30:20 on 12/15/86 
Pls disconnect unless your traffic is related to the network 
alert in progress from Dallas. 
**Welcome to TEXNET*' 
Network cmd? 
When ALERT is enabled, all user automatic discon- 
nect timing is disabled. Thus, instead of the standard 
3-minute idle time disconnect, to which all users are 
subject, all nodes will allow connections of unlimited 
duration to their ports. This disconnect timing suspen- 
sion affects all connects to the node. Thus, if groups 
of users want to use their node's conference bridges 
to handle emergency traffic, they can remain connect- 
ed indefinitely. User connects to PMS may also be of 
indefinite duration. 

With the enabling of ALERT, a special mode of PMS 
that provides a real-time message exchange between 
the multiple users connected to PMS is also enabled. 
Thus, when one user SENDS (see PMS description 
below) to another, all of the standard PMS functions 
are invoked. In addition, after automatically saving 
the message on disk, PMS will check to see if the ad- 
dressee is currently connected to PMS on another of 
its logical ports. If he is, PMS will automatically dis- 
play the message at the addressee's terminal. 

With this mode of operation enabled, PMS becomes 
a real-time message forwarding system among its con- 
nected users, with the added feature that all messages 
are archived to the disk. This feature can be extreme- 
ly useful in emergency government communications 
back-up, since the stations connected to PMS could 
be physically located anywhere along the network. 

For a Department of Public Safety (DPS) exercise, 
for example, Amateurs equipped with standard pack- 
et equipment could be located in each community's 
DPS office. Each station would be connected, via the 
network, to one of the logical ports of PMS. Because 
the ALERT mode would be enabled, they would be 
able to stay connected indefinitely - remember, DISC 
(disconnect) timing is inhibited with the enabling of 
ALERT - and each time one station uses the stan- 
dard S feature of PMS, the message would be dis- 

played in real time at the receive station. Of course, 
the message would be automatically saved to disk so 
the receive station can review it at will. Other advan- 
tages of this technique include a complete on-disk 
record of all messages (useful for exercise postmor- 
tems) and the fact that other connected stations may 
review all communications except those sent as pri- 
vate messages. 

The STATISTICS command, when issued with the 
NODENAME parameter, causes the local node to 
acquire the operational statistics of the remote nodes. 
The statistics counters in a node aren't cleared by this 
command; this allows timed i n t e ~ a l  measurements to 
be taken. Every midnight, all statistics counters are 
cleared to zero. 

The following are the statistics kept at each node 
and therefore available via the STATISTICS command: 

Frame buffers available 
Frame buffers in use 
Max imum frame buffers ever used 
Total connects 
Connects t o  weather 
Connects t o  conference bridge 
Connects t o  network 
Network circuits active 
Max imum network  circuits ever active 
Packets sent o n  each physical channel 
Packets received o n  each physical channel 
Packets re-sent o n  each physical channel 

In addition, the real time at the subject node is sent 
back with the statistics. By looking at some of the 
statistics returned, the network administrators can 
make various engineering judgments about the level 
of service being provided by a node to its user com- 
munity. Quantitative measurements of the activity of 
a node's local user community, and of which node 
services are being used, can also be made. 

The INITIALIZE command is the means of remotely 
restarting any node. When a node receives an INI- 
TIALIZE command directed to it from someplace on 
the network, two functions are executed. First, upon 
receipt and decoding of the command, the software 
kills all activity in the node for 30 seconds. This delay 
allows time for adjacent nodes to have their network 
trunks to the subject node time out because of the 
subject nodes' lack of activity. This action gracefully 
removes the subject node from the network fabric. At 
the end of the delay period, the subject node does a 
cold restart, thus appearing to the rest of the network 
as if it had just been turned on. In response to this 
action, the subject node - after consulting its data- 
base - establishes network trunks to the appropriate 
adjacent nodes. Network operation is now re-estab- 
lished. 

58 June 1987 



The second thing that happens upon receipt of an Displayed on the CRT - after the network has 
INITIALIZE command is the activation of an external passed the POINT command to the GARLAND node 
hardware fail-safe circuit. Buried in the INITIALIZE and the command was executed - would be: 
command as it traverses the network is a unique bit 
sequence generated by the originating node and spe- 
cific to the subject node. Upon detection of the bit 
sequence by the subject node's external hardware fail- 
safe circuit, the master reset line of the 2-80 is assert- 
ed. This technique obviates the above discussion on 
the software execution of the INITIALIZE command 
unless, of course, there's a failure in the fail-safe hard- 
ware itself. The combination of the two techniques 
would require a double failure in a node before the abil- 
ity to remotely reset it would be lost. 

The TIME command, when issued by a user at any 
node and directed to a specific remote node, will cause 
the real-time clock at the remote node to be updated 
to the time contained in the message. If no time para- 
meter is input by the originating user, then the cur- 
rent time at the user's node is sent to the remote. If 
the time parameter is entered by the user, his or her 
node's real-time clock is updated with the input time 
before its value is sent to the remote node. 

ROUTE ADDIDELETE. Since in every node the 
ROM routing table is copied to RAM for operationr 
it may be changed by being added to or deleted from. 
The ROUTE commands are the means by which new 
nodes can temporarily be added to an existing network 
or by which the network configuration can be changed 
to accommodate a failure or some other special event. 

POlNT COMMAND. This command is used to con- 
trol external equipment at any node site. Within each 
node control point (NCP), there are 5 bits of input and 
5 bits of output available for external use. These bits, 
called control points, could be used to control and mo- 
nitor anything that interfaces via contact closures. Co- 
located equipment at the node site, such as other 
repeaters, could take full advantage of digital control 
via this feature of the NCP. 

The POlNT command allows full onloff  control of 
the output points. For example, suppose a co-located 
voice repeater at the GARLAND node needed to be 
controlled. NCP output Point 1 could then be wired 
to the voice repeater's control relay, and perhaps NCP 
input Point 1 would be wired to one of the control relay 
contacts to allow monitoring of relay closure. 

Any authorized packet station, anywhere on the net- 
work, can issue the following command to enable the 
co-located voice repeater: 

POlNT ENABLE 1 @ GARLAND 
or for short, 
P E 1 @ GARLAND 

Control Points at Garland Are 
Point: 1 2 3 4 5 6 7 8  
Input: E D D D D D D D  
Output: E D D D D D D 

Since the control operator knows that Control Point 
1 is wired to the voice repeater, he can see that it's 
enabled, and by looking at Input Point 1, confirm that 
the control relay is closed. 

Any time the control operator wishes to check if the 
voice repeater is on, he needs only to type P S @ 
GARLAND to get the status display of the control 
functions. When he chooses to shut the voice repeater 
down, he enters P D 1 @ GARLAND at the network 
command prompt. Again the status will be displayed 
on his screen in response to the command, allowing 
confirmation that shutdown has occurred. 

One important use of the POlNT command is the 
control of a pair of control points wired over to the 
node's Uninterruptible Power Supply (UPS). By de- 
sign, the UPS has a control lead which, when enabled, 
forces the UPS to switch from ac to battery. Another 
UPS lead provides an indication that the UPS has 
switched to battery operation. 

In a normal node configuration, Control Point 5 
input and output are wired to the UPS control leads. 
This allows any node in the network to be instructed 
to operate off battery power by the simple issuance 
of the P E 5 @ Node command. Issuing the P D 5 
@ Node command restores the node to ac operation. 
This feature allows weekly testing of the UPS to en- 
sure that i t  would be effective during an emergency. 

network internals 
It may be interesting at this point to describe some 

of the internal workings of the network software, 
which has the ability to establish, kill, and communi- 
cate over any number of virtual connections. Thus, 
at system startup, the network application executes 
logic to find out who its neighboring nodes are. It then 
establishes a virtual connection to each, over whatever 
physical channel is specified to be used as the network 
trunk. This virtual connection is left up forever. All sub- 
sequent communications from this node to its neigh- 
bor, whether user data or network management data, 
travel over this permanent virtual connection. Addi- 
tional logic determines the network configuration for 
the node's routing table. 

A special byte string is added to the beginning of 
all packets going over a network trunk. This string, 
known as a Network Header Block (NHB), consists 
of a minimum of 5 bytes: 
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NHB.RNN Destination Node Number 
NHB.RLC Destination Virtual Connection 

Number 
NHB.LNN Originating Node Number 
NHB.LLC Originating Virtual Connection 

Number 
NHB.NCF Network Control Field 
- - Any Network or User Data 

When a node receives information from a virtual 
connection marked as a network trunk, it examines 
the NHB. Looking at NHB element NHB.RNN, i t  
checks to see if the received string is for this node. 
If it isn't, the node consults its routing table to see 
on which of its trunk circuits (virtual connections) it 
is to retransmit the string. This is known as transit rout- 
ing, and it's extremely last, thereby yielding a large 
node bandwidth in this mode. If the examination of 
NHB.RNN confirms that the string is for this node, 
the NHB.NCF byte is decoded to tell the node the 
proper action to take on the received string. There are 
over 15 valid network control fields in the current de- 
sign, so it wouldn't be practical to cover them all here; 
therefore, we'll choose just one as a simple example. 

The example will be of a remote node (perhaps 
many hops, or nodes, away - we don't know, and 
we don't care if the information came to us via transit 
routing through multiple nodes) asking us to send our 
operational statistics. When we finally receive the 
string, we find it's directed to our node; moreover, 
after examining the network control field, we see it 
is set at 01 HEX, which tells us that the remote wants 
us to send our collected statistics. Our response to this 
is to reverse the NHB items so we can send informa- 
tion back to the requester and reset the network 
control field to 02 HEX, which will inform the re- 
quester, when he receives the string, that we respond- 
ed. We append approximately 40 bytes to the string. 
These appended bytes are the operational statistics 
we've been collecting, which is what the remote 
requested. 

the packet message server 
The PMS logic (see D in fig. 11, resident within a 

node, allows a simple three-chip interface to a West- 
ern Digital WD 1002-05G disk controller and a stan- 
dard ST506 5-Megabyte hard disk to become a 
network wide integrated message storagelretrieval 
system. Normally, only one disk is required per net- 
work. It's possible, however, in a very large network, 
to assign specific groups of nodes to a given PMS, 
in which case there could be more than one PMS disk. 
The PMS logic is resident in each node, but only the 
node(s) equipped with a ptiysical disk allow it to 
execute. 

From an individual user's viewpoint, the PMS looks 
and acts like a WORLl bulletin board system. This 
choice of operational methods was made to reduce 
the amount of end-user training required. It also aids 
in the transition that must occur when all users in a 
given area are switching from being served by an in- 
place WORLl system to the PMS system running on 
the network. Because of the similarities between the 
familiar WORLI system and the PMS, this discussion 
will not cover details such as how the SEND, READ, 
KILL, and other commands work, but will instead con- 
centrate on the PMS's enhancements. 

Because the PMS system is designed to provide 
message service for all the users of a network subre- 
gion, the bandwidth requirements are greater than 
those found in other message systems. Unlike exist- 
ing message systems, which have the ability to serv- 
ice only one user at a time, the PMS system allows 
up to ten users to log on simultaneously, providing 
the same grade of service, relative to response time, 
to each. 

The storage element in a PMS is a 5-Megabyte hard 
disk. These disks are equipped with four head assem- 
blies and a platter assembly capable of accommodat- 
ing 154 cylinders. To make use of these characteristics 
and to provide the response time needed, the software 
was expressly designed to have a message file struc- 
ture that takes advantage of the physical characteris- 
tics of the disk. The first time a new node is energized, 
th? disk is automatically formatted and then con- 
figured to the necessary file structure. Every restart 
thereafter preserves all saved messages. 

The combination of the hard drive and special file 
structure results in an incredibly small response time; 
even with multiple users, each user has a real-time re- 
sponse from the PMS, with a delay of less than 1 sec- 
ond. In tests run on the Dallas network test 
configuration, remote network users accessing the 
PMS via a 9600-bps network trunk observed no differ- 
ence in response time from that observed by users 
directly connected to a PMS system. Both ex- 
perienced a response time of less than 1 second. Most 
operational response time delay was attributable to 
congestion on the 1200-bps final link to the user. 

The PMS system supports up to 500 active mes- 
sages from a message number range of 1 to 99,999. 
There's no difference in response time if a user is ac- 
cessing Message No. 1, 500, or 50,000. 

All active messages are subject to the auto-delete 
function of the PMS. An undeleted message will re- 
main in PMS for no fewer than 14 days and no more 
than 28 days before being automatically deleted by the 
system. While these times are variable, users seem to 
find them satisfactory. 

Important note: the PMS message system is 
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designed to run completely unattended. No SYSOP 
is required. All duties previously performed by people 
running mailboxes are done automatically by the PMS 
logic. 

The PMS system can run "stand-alone" -- for ex- 
ample, with its user community geographically near 
the PMS equipment, thus replacing an existing mail- 
box system. In testing this configuration, a version of 
the software was put into an MFJ 1270 TNC-2 with 
a hard disk interfaced to it. This system is currently 
used as a demo system for other groups of Amateurs 
wishing to participate in TEXNET. 

PMS is used primarily as a network-wide message 
system. In its network configuration, any user locat- 
ed anywhere on the network may, after receiving the 
network command prompt, issue only the MESSAGE 
command to be automatically routed over the network 
to his servicing PMS. Referring again to fig. 2, the 
PMS equipment (all that's required in addition to an 
existing NCP is the disk controller and hard drive) is 
physically located at Node 1 in our Dallas test system. 
Any user can connect to any other node by issuing 
a connect request to the desired nodes call and using 
the -4 SSID. After this, all that must be done is to issue 
the MESSAGE command. The next thing that appears 
on the CRT is the text from PMS. 

Since the PMS is network-compatible, it knows who 
the originator is as well as where (i.e., at what node 
name - DALLAS, GARLAND, TI, etc.) he's located. 
All of this is used autonlatically whenever a user does 
an S command to send a message to another user. 
If, after doing the message send, the user does a 
simple R (in PMS, the R with no qualifier or number 
will read back the last message number), he'll see that 
his call and the name of his node have been automat- 
ically entered in the rrlessage header. 

In order to provide a message interface between an 
entire network and the existing Amateur message for- 
warding system, the PMS supports a subset of mes- 
sage forwarding. All messages that network users 
enter into PMS and which require forwarding will be 
passed by PMS to a sirrgle WORLI system for eventual 
forwarding by the existing systems. The identification 
of this WORLI system is contained in the node's data- 
base. This same WORLl system can also forward 
messages into the PMS system for reading by all net- 
work users. PMS is designed to follow the standard 
forwarding protocol and uses a direct access port to 
connect with the WORLI system. For example, in fig. 
2, Node 1, containing the PMS system, will access 
the WA5MWD BBS system in Dallas by using its 
WB5PUC-7 direct access port. The WA5MWD BBS 
system can pass messages into the network by con- 
necting to WB5PUC-7. The WA5MWD box doesn't 
know it's talking to the network system; it thinks it's 
talking to just another standard WORLl system. 

non-network local services 
The following are services provided by each network 

node on a standard basis. These services are indepen- 
dent of the network, but still extremely useful: 
Multi-user Conference Bridge 
National Weather Service interface 
Local Node Console 
Debug Aid 
Digipeating 

multi-user conference bridge3 
The multi-user conference bridge (see E in fig. 11 

logic allows up to six remote users to hold a round- 
table conversation with each remote, with the ability 
to see all text generated by all other remotes. Each 
remote user has a direct AX.25 connect to a logical 
port on the conference bridge. Upon reception of a 
packet of information from one user, the bridge will 
make multiple copies and send one to each of the 
other connected users. Since each user has an AX.25 
connect to the bridge, he's assured of not losing pack- 
ets, since the bridge will retry upon lack of an ac- 
knowledgment from the affected remote. 

As the text is being transmitted to a remote user, 
it's modified to show which of the other remotes orig- 
inated it. Therefore, all users not only see all text from 
each other, but know who originated it. 

In a standard software package, the conference 
bridge logic simultaneously supports two completely 
independent six-party conferences. Each of these in- 
dependent conference bridges is accessed by remotes 
using unique SSIDs, (usually -2 and -3). 

Since the bridge logic is supported by the common 
logic, any of the remote users may be operating in 
either AX.25 version 1 or 2. Text is transferred among 
users without regard to  versions used by individual 
remotes. 

At any time during a conference, any of the users 
may type CONTROL-U. Upon receipt of this charac- 
ter, the conference bridge logic will respond by send- 
ing the requester a list of call signs of all other remote 
users currently connected to the conference bridge. 
Any of the remotes may exit an established confer- 
ence, and other remotes may join (on a noninterfer- 
ence basis) the conference in progress. 

Tests conducted in the Dallas area show the con- 
ference bridge to be a cleaner and more reliable way 
for groups to hold multi-user roundtable connects than 
the UNPROTO mode available on standard TNCs. This 
is because of the built-in advantage of error-free AX.25 
connects combined with the.fact that each remote has 
to have a good path only to the conference bridge, 
not to all other users. 
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NWS interface 
The National Weather Service (NWS) application 

(see F in fig. 1) runs concurrently with others at a 
node. Typically, bne node in each region could have 
this application enabled and interfaced via a standard 
75-wpm, Baudot-encoded, 20-mA landline to the 
National Weather Service. 

The NWS wire feed provides raw weather data for 
a large geographic region. The NWS logic monitors 
all received data, but selects and stores only those 
NWS products (for example, region forecasts, severe 
storm alerts, thunderstorm warnings, etc.) which have 
their unique codes programmed into the node's data- 
base. The NWS logic currently supports 30 code se- 
quences, with each having the ability to be from 2 to 
11 characters in length. This code format is consis- 
tent with the nine-character sequence utilized as a 
standard by the NWS. 

Remote users connect to the node's NWS logic by 
means of a unique SSlD (usually -1 ). Up to ten remote 
users may be connected to a node's NWS logic simul- 
taneously. Upon connection to the logic, the system 
will wait for the remote user to enter a s~ngle product 
designator - for example, a user in Dallas who enters 
"D" causes the node to send the current Dallas area 
weather forecast. Entering a question mark prints the 
entire list of stored product designators. 

All remote users are assured of receiving the latest 
data because the node updates its buffers in real time, 
as new information is received from the weather 
bureau. At 2 A.M. each day, the node clears all buffers 
to eliminate products sent infrequently by the weather 
service. 

local CRT console 
Figure 1 (see G) shows the local console CRT logic 

"sitting on top of" the common logic. The CRT logic 
at each node allows a locally connected standard 
ASCll CRT to originate and terminate connects with 
any standard TNC. In operation, it uses a unique SSlD 
(usually -5) to distinguish itself from other node ser- 
vices. The local console logic isn't meant to be a full 
TNC-human user interface, as commercial TNCs are. 
Instead, this logic provides a minimum subset of 
human user commands that are necessary for testing 
and administration of the node. Table 2 contains ex- 
amples of command types supported; some specific 
commands follow. 

The ORIGINATE ON PHYSICAL CHANNEL 
command allows the user to select which physical 
channel is to be used for originating connects. The 
console will accept connects from any physical chan- 
nel, but will do so only if it's not currently busy. This 
command allows the console to originate on the phys- 
ical channel connected to the 1200-bps radios and, 

Table 2. Command types supported by TEXNET's CRT 
logic. 
Command Type Format 
ORIGINATE ON ON where N = 0. 
PHYSICAL CHANNEL 1, etc. = physical channel 

CONNECT C W5ABC V WA5MWD, N5EG 

DISCONNECT D 
BUSY B 
FRAME TRACE FT 
LOCAL TIME SET LT DDMMYYHHMM 
STANDARD MODE SM 
VERSION SELECT V 1 

therefore, look like a standard user. Also allowed are 
connections to be established to any other node site 
via the 9600-bps trunk circuits. The latter is particu- 
larly useful for troubleshooting remote nodes from our 
network control site. 

CONNECT AND DISCONNECT are identical to the 
commands on any standard TNC. 

BUSY sets the console into a busy state to facili- 
tate troubleshooting the network's end-to-end flow 
control logic. 

FRAME TRACE is similar to that command on any 
standard TNC in that it provides a real-time look at all 
frames as they're received by any physical channel on 
the node. Displayed are both hex and ASCll equiva- 
lents of the received frame. 

LOCAL TlME SET allows maintenance personnel 
to reset the real-time wall clock at a node. This com- 
mand usually isn't used because it's possible to set 
the time at any node in the network from any other 
node using the network TlME command. 

STANDARD MODE permits an unused bit in the 
standard AX.25 protocol to be toggled. This bit is util- 
ized by the PAD logic, network logic, and debug logic 
to signify that the remote is a special user capable of 
accessing advanced functions. 

VERSION SELECT allows the local console to orig- 
inate connects in either AX.25 V1 or V2. This com- 
mand controls only the originating version, since the 
common logic automatically accommodates either ver- 
sion on terminating connects. 

The local console CRT interfaces to the NCP via one 
half of an SIO, which can be strapped for multiple 
baud rates. The console employs a 1000-character 
buffer to accommodate the speed differences between 
incoming text and the rate of display. Because the 
local console need not be equipped on a node, the 
console logic handles cases where no hardware is 
present. 
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I Table 3. Some commands and functions supported by the debug logic. 

Command 

MEMORY 

COPY 

"(OFFSET) 

HEX ARlTH 

PORT 

INITIALIZE 

EXECUTE 

REGISTER 

X DIAGNOSTIC 

Format 
M Adrl ,Adr2 
M Adrl 

" Adrl 

H Numl + Num2 - Num3 

P75 

I Adrl, Adr2, Num 

E Adrl 

R 

X Adrl, Adr2 

Description 
Do a hex dump from memory location Adrl to Adr2. 
Display the contents of memory location Adrl and then wait for new con- 
tents to be entered. Entering a period escapes this mode. 

Copy the contents of memory locations Adrl to Adr2 to the new location, 
beginning with Adr3. 

The offset I") register is useful for input arithmetic. For example, setting 
the * register to lOOOH (*1000J allows subsequent entering of M* +2 to 
display location 1 W H .  

Perform hex arithmetic on any entered numbers. Addition and subtraction 
are supported with support of the offset ( * )  register. 
Display the contents of the 2-80 110 address 75H, then wait for a new 
number to be input. Entering a period escapes this mode. 

Initialize the memory block from Adrl to Adr2 with the number (Nurn) 
entered. 
Transfer execution control to Adrl with the 2-80 registers initialized per the 
"R" command. 

Display and allow change of the 2-80 register file 

Run readlwritelverify memory diagnostics on the memory block Adrl to 
Adr2. 

debugger 
The debug logic (see H in fig. 1) has proved to be 

an invaluable aid in initial software debug as well as 
in system integration. The debugger at any node is 
accessed by specially authorized remote users via 
requesting a connect to 1.he node utilizing a given SSlD 
(usually -6). This logic supports a single user and in- 
hibits others from connecting if someone is currently 
active. 

The debugger execut.es concurrently with the net- 
work logic and the PMS, as well as at the same appli- 
cation level (see fig. 1). Accessed from the common 
logic, it is used as an aid in debugging these and other 
applications in an on-line manner. 

Table 3 describes some of the commands and func- 
tions which are currently supported by the debug 
logic. 

digipeating 
Unless inhibited frorn doing so by the database, 

every network node can also function as a local 
digipeater (see / in fig. 1) for whatever frequency is 
being used as an input. In Dallas, it's 145.05. Multiple 
digipeater addresses are supported, thus allowing for 
any number of ALIASES or standard AX.25 addresses. 
It should be noted here that the PAD addresses men- 
tioned above and the digipeater addresses are com- 
pletely separate. 

Enhanced digipeating is supported by the node be- 
cause the output physical channel for retransmission 

and the physical channel on which the packet was 
received. Thus, it's possible to have a cross-frequency 
digipeater using no special tricks or logic. For exam- 
ple, N5EG-8 (Node 4, MURPHY) is configured to be 
a bidirectional cross-frequency digipeater between 2 
meters and 450 MHz. This has proven to be extraor- 
dinarily useful in network software construction be- 
cause it allows access to a remote node (one which 
is potentially many hops away) via digipeating over 
the 9600-bps trunk circuits. This method of access 
completely bypasses all other software and is, there- 
fore, useful (in conjunction with the debugger) in 
troubleshooting. 

conclusion 
Thanks to the members of the Texas Packet Radio 

Society for helping to make this series of articles 
possible. 

We'd like to hear from developers and users of other 
packet systems to learn what you're doing. Please 
address correspondence (enclose SASE) to Tom 
McDermott, N5EG, The Texas Packet Radio Society, 
P. 0. Box 831566, Richardson, Texas 75083-1 566. 
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packet radio conference bridge 

AX.25-compatible bridge 

links six stations 

for routine or emergency 

communications 

From the beginning, packet radio has been 
essentially a point-to-point mode. Even with the 
TNC-2's multi-connect capabilities, it hasn't been 
possible for all participants in roundtable or net-type 
operations to be connected to everyone else in the net. 
Although makeshift arrangements have been devised, 
they've lacked the anti-collision and error-controlling 
capabilities of the AX.25 protocol. 

In an effort to solve these problems, Tom Aschen- 
brenner, WB5PUC, has designed a truly error- 
controllable, AX.25-compatible conference bridge. 
Because it's combined with other network software 
components he's designed, the conference bridge is 
offered in two versions. The one described here fits 
into a replacement EPROM for a TNC-2 clone; the 
other is a part of the software installed in the 
9600-baud network node controller board for 
Te~Net. ' ,~ 

A conference bridge module in a TNC-2 clone or 
a TexNet node provides full-protocol, multiple-station 
roundtable or net-type operation between packet 
stations. Typical operation is accomplished by each 
of the stations involved in the net connecting to the 
bridge-equipped node by using the Secondary Station 
Identifier (SSID) assigned to the conference bridge 
function. On the test nodes in operation in the Dallas 
area, the SSlDs are -2 and -3 on each node. The 
current version of the network software supports two 
independent conference bridges of six participants 
each. It's also possible to connect to the bridge 
through one digipeater if necessary. 

typical conference bridge operation 
To connect to a conference bridge, each station 

connects as if it were connecting to any other packet 
station. A typical text sequence to a conference bridge 
would be: 

C WB5PUC-2 <carriage return > 
The operator's TNC does the connect routines. 

The following will then appear on the operator's 
CRT: 

***Connected to WB5PUC-2 < cr If > 
(from TNC) 

Welcome to the WB5PUC Conference Bridge. A 
Control-U shows all stations connected to this 
bridge. 

At this point or at any other time, the response to 
a Control-U command to the bridge will bring up a text 
string listing the calls of all connected stations. For 
example: 

N5EG-5 WD5H JP W5Y R-7 WA5MWD-3 
connected 

No additional commands are needed to operate the 
bridge. 

In the normal operation mode, each operator 
receives a text string with a shorter header indicating 
the call of the originating station. For example: 

WD5HJP> Transmitter power is now at 100 
watts. 

N5EG-5> OK Bill, try adjusting trimmer C15 
now. 

W5YR-7> What are you guys up to? 
WD5HJP> Hi George, just adjusting the 

node's final amp. 
When the QSO is over, those connected to the 

bridge simply disconnect as they would from any other 
packet connection, via a DISCONNECT command in 
the Command mode of the TNC. 

operations test 
A routine test of the emergency plan for the Point 

Beach, Wisconsin nuclear power plant in September, 
1986, provided an intensive on-the-air test of an early 
version of the conference bridge software. Though not 
specifically designed for such use, the conference 

Bill Wade, WD5HJP, Texas Packet Radio 
Society, 600 Via Sevilla, Mesquite, Texas 75150 
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W I S C O N S I N  

ANITOWOC - X  N S A Y V - 2  

X D I G I P E A T E R  

fig. 1. Conference bridge linked six stations in nuclear 

bridge served as the hub of an emergency communi- 
cations network that included a link to the state capital. 
Overall, the bridge performed well in its original form; 
later modifications have been implemented to facilitate 
its use in emergencies. 

The Nuclear Regulatory Commission (NRC) requires 
annual testing of every nuclear power plant's emer- 
gency plan. This test is designed to evaluate the ability 
of plant personnel and the utility company holding the 
facility's license to cope with an accident. The NRC 
measures their ability to assess the extent of danger 
to the public, their effectiveness in recovering control 
of the plant, and their ability to minimize damage to 
the surrounding environment. A succession of events 
pushes the plant engineering staff through a series of 
critical decisions; events are programmed into the 
scenario to simulate damage to the power plant and 
motivate recovery action by the staff. 

For a realistic overview of the performance of the 
allied agencies that would be involved in an actual in- 
cident, the test scenario includes a simulated evacua- 
tion. State, county, and municipal emergency units 
become involved in the plan when supervisory NRC 
engineers and the utility's power plant engineers have 
recognized a possible threat to public safety. A t  some 
point in the escalation of the situation, the plant staff 
recommends evacuation, triggering activation of a 
number of government safety, information, and pub- 
lic assistance centers. 

At that point, the power plant staff contacts the 
county and state emergency units and delivers its 
assessment of the situation. The complement of 
offices that become active in the evacuation phase of 
the emergency plan are the county Emergency Oper- 
ations Center (EOC); the state Emergency Government 
Office (EGO); the Department of Human Resources 
Reception Centers that will process evacuees; the 
Joint Information Press Center (JIPC), the official 
information center for the emergency; and the off-site 
power plant Emergency Operations Facility (EOF), 
from which the NRC and utility supervisory engineers 
make their recommendations to the state and county 
emergency government. 

Each of the 102 nuclear power plants in operation 
in the United States is surrrounded by an Emergency 
Protection Zone (EPZ) with a radius of 10 miles. This 
EPZ is the area considered under immediate hazard 
in case of any airborne release of radioactivity. The 
Point Beach power plant EPZ includes three towns - 
Two Rivers, Shoto, and Two Creeks - and extends 
into Lake Michigan. 

test scenario 
This particular scenario began with a hypothetical 

earthquake tremor, causing a series of leaks in the 
cooling loops of the "B" power plant. Subsequent 
"damage" to the plant caused some injuries and con- 
tamination of plant employees and allowed the release 
of radioactive steam into the atmosphere. By 8 AM, 
after a damage assessment, the county and state 
government were notified that there was a "public 
danger"; the county emergency office notified the 
Manitowoc RACES EC, who activated the amateur 
emergency system. Stations equipped with 2-meter 
fm voice and packet equipment were established at 
each of the operations centers listed above, with the 
exception of the plant Emergency Operations Facility 
(EOF), not normally accessible to the public. 

RACES participation 
The Amateur community in Manitowoc County is 

actively involved with the county emergency govern- 
ment office! During the test, the five-station RACES 
system was centered around the Manitowoc County 
EOC, which has a permanent Amateur Radio station 
linked via microwave to a dedicated voice repeater 
(WBSMFB, 145.191.791 located at the county trans- 
mitter facility. Four remotely-sited, linked voting 
receivers increase the effectiveness of this 60-mile 
diameter service area, 2-meter fm voice system. For 
packet operations, a permanent conference bridge- 
equipped packet digipeater (N9AXV-2, 145.01 MHz) 
utilizing an MFJ-1270 TNC-2 is installed at the trans- 
mitter site. The voice repeater and packet digipeater 
are converted 100-watt Motorola transceivers. 
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Other equipment used at all of the temporary public 
service Amateur stations included additional 2-meter 
fm voice transceivers for the RACES 145.191.79 
repeater. Voice fm  was used to coordinate large file 
transfers and to back up the packet equipment. A 
variety of computers (chiefly lBMs and IBM clones and 
Commodore 64s) and TNCs (AEA, Kantronics, MFJ, 
and original TAPR 1's and 2's) were used without any 
compatibility problems. Each of the locations was 
equipped with the appropriate disk drives; some were 
also equipped with printers. 

Operators at each of the centers connected to 
N9AXV-2, the conference bridgeldigipeater at the 
county transmitter site. N9AGH-1 was at the Wis- 
conson State Emergency Government Office in Madi- 
son, the state capital. To reach the conference 
bridge, NSAGH-1 connected through two digipeaters, 

' WASSOU (in Baraboo) and WBSSDA (in Fond Du 
Lac), a link length of over 150 miles (see fig. 2). 
WBSMFB, at the county EOC, KSDHR, at the recep- 
tion center in Manitowoc, and NSDGL, at the JlPC 
in Two Rivers, were all connected directly to the 
bridge. 

Once the stations were connected, typical opera- 
tion proceeded as in any other net. Net control was 
maintained by operators at WBSMFB, the county 
EOC. Traffic was passed simply by sending the text 
via ~ a c k e t  from each of the sites. Since all stations 
on the bridge were getting identical copies of text, very 
li++l.3 .anati*;r\n ..r3c naracc3nr 

impact of packet operation 
The worth of the conference bridge and packet radio 

was demonstrated immediately. The test emergency 
was declared from the governor's office in Madison, 
and the message went out via the two-digipeater link 
to the conference bridge at the Manitowoc EOC. A 
parallel 75-meter phone system running from the state 
emergency office to the county EOC was also acti- 
vated. The packet conference bridge delivered the 
message correctly, approximately 30 seconds ahead 
of the 75-meter phone link. The 75-meter system 
garbled the power plant emergency protection zone 
(EPZ) grid coordinates in the first message! 

In some respects, use of the packet conference 
bridge became second nature. To simulate a system 
failure, Ron Shimek, WBSMFB, the county EC, dis- 
connected power to the conference bridge, forcing the 
use of point-to-point packet communcation. When 
they became aware of the system failure, packet oper- 
ators set up point-to-point links to re-establish com- 
munication. Although throughput was slower, point- 
to-point operation did provide usable information. As 
a backup, a standby station had been set up to moni- 
tor activity and act as recorder for the entire test. 



test results 
At the conclusion of the exercise, the Emergency 

Coordinator described the conference bridge as a key 
ingredient in the success of the test. In his report, he 
emphasized that federal observers had been impressed 
not only with the speed and accuracy of traffic han- 
dling, but also with the capability for timeldate stamp- 
ing of traffic (using the computer systems' real-time 
clocks) and for producing hard copy simultaneously 
at all sites. 

Because all the stations in the emergency system 
were connected through the conference bridge, 
automatic status and warning updates were available 
at all sites. An NRC inspector mentioned to one of the 
participating Radio Amateurs that thanks to ham activ- 
ity, he was never out of touch with any of the sites 
for the duration of the test. The Federal Emergency ' 
Management Authority (FEMA) observers indicated 
that they would encourage further use of packet radio 
and the conference bridge in future tests. WB9MFB's 
evaluation of the test suggested a broader role for the 
RACES group in both forthcoming tests and actual 
emergencies. 

recommendations for future designs 
The relatively few operation anomalies that caused 

some delays on the system were largely attributable 
to QRM originating outside the limits of the test area. 
The Manitowoc county transmitter site is about 3 miles 
from Lake Michigan; there is considerable channel 
activity from Milwaukee and Chicago to the south and 
from Michigan across the lake. All of the test activity 
took place on 145.01 MHz. Typically, there are periods 
of 10 to 20 minutes when the N9AXV digipeater 
squelch never closes. Selection of another frequency 
besides 145.01 MHz for operation would be desirable. 

Connection of the conference bridge to a network 
system is also recommended. In this test, the state 
emergency government center was by necessity conr 
nected through a 145.01-MHz, two-digipeater link. 
Response time from that part of the system was 
proportionately slower, but still quite usable. Other sit- 
uations without such a robust digipeater link would 
benefit from use of a backbone network system. The 
conference bridge software does allow connection to 
any network because of its compatability with AX.25. 

WBSMFB has suggested that a system monitor be 
set up in advance to record all activity during an emer- 
gency communications test. Packet operation offers 
a significant advantage in this regard, in that all text 
information is easily stored to  disk. In this case, the 
system monitor provided a good backup to the NCS; 
later, when the EC and RACES group needed to do 
evaluation of their own, the stored information proved 
to be useful indeed. 

Other recommendations include eliminating BBS 
activity on frequency during tests or actual emergen- 
cies to help avoid channel congestion. Operators from 
outside the test area occasionally interrupted RACES 
activity with inquiries about the test and the confer- 
ence bridge. 

implications of conference 
bridge operation 

Amateurs who've handled traffic in hurricanes, tor- 
nados, or other disasters know that telephone systems 
are the first communications svstems to become over- 
loaded or destroyed. The boint Beach scenario 
demonstrated that utility companies and state agen- 
cies are still blindly tied to this relatively fragile com- 
munications resource. The ability of packet radio 
systems to handle high volumes of traffic quickly and 
accurately under difficult circumstances is being 
demonstrated regularly; as part of these systems, a 
conference bridge can provide reliable communica- 
tions to the people that need it most. 
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